
IJSRSET15115 | Received: 20 Dec 2014 | Accepted: 27 Dec 2014 | January-February 2015 [(1)1: 75-79]  

Themed Section: Engineering and Technology 

 

75 

 

Hybrid Image Compression using orthogonal wavelets 

P.M.K.Prasad
*1

, G.B.S.R. Naidu
2
, Ch.Babji Prasad

3
, D.Srinivasa Rao

4 

*1,2,3,4 Department of ECE, GMR Institute of Technology, Rajam, Andhra Pradesh, India  

ABSTRACT 
 

In this paper, a new algorithm is introduced for analyzing images in a better way based on the design of wavelets. 

Wavelet algorithms process data at different scales or resolutions. They have advantages over traditional fourier 

methods in analyzing physical situations where the signal contains discontinuities and sharp spikes. The 

fundamental idea behind wavelets is to analyze according to scale. To construct a wavelet of some practical utility, 

we rarely start by drawing a waveform. Instead, it usually makes more sense to design the appropriate quadrature 

mirror filters, and then use them to create the waveform. Here, later case is used to design the wavelet and Lossless 

predictive coding used to compress the image. Proposed hybrid algorithm gives better results, especially in getting 

less entropy values.  
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I. INTRODUCTION 

 

There are many applications requiring image 

compression, such as multimedia, internet, satellite 

imaging, remote sensing, and preservation of art 

work, etc. Decades of research in this area has 

produced a number of image compression 

algorithms. Most of the effort extended over the 

past decades on the image compression has been 

directed towards the application and analysis of 

orthogonal transforms. The orthogonal transform 

exhibits a number of properties that make it useful. 

First, it generally conforms to a parseval constraint 

in that energy present in the image is same as that 

displayed in the image‟s transform. Second, the 

transform coefficients bear no resemblance to the 

image and many of the coefficients are small and, if 

discarded, will provide for image compression with 

nominal degradation of the reconstructed image. 

Third, certain sub scenes of interest, such as some 

targets or particular textures, have easily recognized 

signatures in the transform domain [1]. The 

Discrete Wavelet Transform has attracted 

widespread interest as a method of information 

coding. 

 

Since the mid-80s, members from both the 

International Telecommunication Union (ITU) and 

the International Organization for Standardization 

(ISO) have been working together to establish a 

joint international standard for the compression of 

grayscale and color still images. This effort has 

been known as JPEG, the Joint Photographic 

Experts Group the “joint” in JPEG refers to the 

collaboration between ITU and ISO). After 

evaluating a number of coding schemes, the JPEG 

members selected a DCT (Discrete Cosine 

Transform) based method. JPEG became a Draft 

International Standard (DIS) in 1991 and an 

International Standard (IS) in 1992 [2][3][4][5]. 

 

With the continual expansion of multimedia and 

Internet applications, the needs and requirements of 

the technologies used, grew and evolved. In March 

1997 a new call for contributions were launched for 

the development of a new standard for the 
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compression of still images, the JPEG2000 [6] [7]. 

This, was intended to create a new image coding 

system for different types of still images (bi-level, 

gray-level, color, multi-component), with different 

characteristics (natural images, scientific, medical, 

remote sensing, text, rendered graphics, etc) 

allowing different imaging models (client/server, 

real-time transmission, image library archival, 

limited buffer and bandwidth resources, etc) 

preferably within a unified system. The committee 

members selected a DWT based method. JPEG2000 

became an IS in   2000 [8].  

 

This paper is organized as follows: In Section I the 

history of DWT is described. The Wavelet theory is 

explained in Section II. The proposed algorithm is 

explained in Section III. Finally, some comparative 

results are shown in Section IV of the paper, while 

in Section V, the conclusion of the paper is 

discussed. 

 

II. METHODS AND MATERIAL 

2.1 Wavelet Theory  

Frequency domain analysis using fourier transform 

is extremely useful for analyzing the signal because 

the signal‟s frequency content is very important for 

understanding the nature of signal and the noise that 

contaminates it. The only drawback is, loss of time 

information. When looking at a fourier transform of 

signal, it is impossible to tell when a particular 

event took place.  So to overcome this drawback, 

the same transform was adapted to analyze only a 

small window of the signal at a time. This technique 

is known as short time fourier transform which 

maps a signal into a two dimensional function of 

time and frequency to get the localized point 

information but the only drawback is that, the 

window size is same for all frequencies. Many 

signals require more flexible approach that is 

flexible window size. This technique is known as 

wavelet transform.. It allows the different window 

sizes for different frequencies. It allows the use of 

long time intervals for more-precise low frequency 

information   and short time interval for high –

frequency information. The major advantage of 

wavelets is the ability to perform localized area of a 

larger signal.  

      A wavelet is a “small wave”, which has its energy 

concentrated in time to give a tool for the analysis of 

transient, non-stationary, or time-varying phenomena. 

wavelet analysis is about analyzing signal with short 

duration finite energy functions. They transform the 

signal under investigating into another representation 

which presents the signal in a more useful form. 

 

          
              Fig. 1 Sine wave and Wavelet (db 10) 

 

      It still has the oscillating wave-like characteristic 

but also has the ability to allow simultaneous time 

and frequency analysis with a flexible mathematical 

foundation. Wavelet transform is widely used in 

image processing. Wavelet transform of a signal 

means to describe the signal with a family of 

functions. 

 

Sinusoids are smooth and predictable; wavelets 

tend to be irregular and asymmetric. Just looking at 

pictures of wavelets and sine waves, you can see 

intuitively that signals with sharp changes might be 

better analyzed with an irregular wavelet than with 

a smooth sinusoid.   Just as some foods are better 

handled with a fork than a spoon. 

The wavelet transform of continuous time signal is 

known as continuous wavelet transform (CWT) and 

is defined as[1]  
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where, „a‟ is the scaling parameter, and „b‟ is the 

time shift parameter. The signal x(t) is transformed 

by analyzing function )(
a

bx


 

The analyzing function is not limited to complex 

exponential as used in the fourier transform. In fact, 

the only restriction is that, it must be short and 

oscillatory. This restriction ensures that the integral 

in the above equation is finite and hence the name 

wavelet or small wave was given to this transform  

Generally speaking, binary wavelet transform is 

often used in digital image processing, so a=2
j

. If 

the signal is an image, the one dimension wavelet 

transform should be extended to two-dimensional 

wavelet transform. For a two-dimensional function 

f(x, y), the wavelet transform is   

 

),(*),(),( , yxyxfyxfW baS 
           (2) 

Where,*expresses the convolution along different 

direction, s is the scale. In two-dimensional images, 

the intensity of edges can be enhanced in each one-

dimensional image by convolving.  

 

If the window of the images is convolved in the x 

direction over an image, a peak will result at 

positions where an edge is aligned with the y 

direction. This operation is approximately like 

taking the first derivative of the image intensity 

function with respect to x or y. The wavelet 

transform of f(x, y) under the condition of 2
j

 is 

expressed as   
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A wavelet is a waveform of effectively limited 

duration that has an average value of zero.  

 

A. DWT analysis and synthesis  

Wavelet analysis can be used to divide the 

information of an image into approximation and 

detail sub signals[9].The best way to describe 

discrete wavelet transform is through a series of 

cascaded filters. We first consider the FIR-based 

discrete transform. The input image X is fed into a 

low-pass filter h‟ and a high-pass filter g‟ separately. 

The output of the two filters are then sub sampled, 

resulting low-pass sub band yL and high-pass sub 

band yH. 

 

                           Fig. 2 DWT analysis and synthesis system  

The original signal can be reconstructed by 

synthesis filters h and g which take the up sampled 

yL and yH as inputs [9]. To perform the forward 

DWT the standard uses a 1-D sub band 

decomposition of a 1-D set of samples into low-

pass samples and high-pass samples. Low pass 

samples represent a down sampled low-resolution 

version of the original set. High-pass samples 

represent a down sampled residual version of the 

original set, needed for the perfect reconstruction of 

the original set from the low-pass set. 

  

                               Fig. 3 2D DWT analysis filter bank  
B. Design of Wavelets 

 

Convolve the low-pass decomposition coefficients 

of a desired wavelet filter with another filter to get 

the required wavelet shape. Generate the quadrature 

mirror filters to satisfy the sub-band coding. Here, 

different orthogonal wavelets are generated by 

convolving with Daubechies filter (db2).Here, the 
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modified wavelet filters are used to compute the 

DWT. 

 

               
                          (a)                                      (b) 

            
                   (c)                                      (d) 

Fig. 4 Original & Modified Wavelet filters  

(a) Haar   (b) DB4   (c) Sym4   (d) Bior6.8 

2.2 Proposed algorithm 

 

The implementation of hybrid method for image 

compression for different images is a novel 

algorithm. The hybrid method for image 

compression algorithm is as follows: 

1. Level Shifting: 

      In the level shifting step a value of 128 is 

subtracted from each and every pixel to get 

the level shifted image as 

      g(m, n) = f(m, n) – 128. 

2. Computation of 2D-DWT of the level shifted 

image. 

3. Performing Quantization of the DWT matrix 

based on the energy in the sub band. 

4. Lossless predictive coding is applied to LL 

band. 

 

 
Fig 5: Block diagram of hybrid image compression 

 

 

A. Lossless Predictive Coding 
 

Predictive coding is an image compression 

technique which uses a compact model of an image 

to predict pixel values of an image based on the 

values of neighboring pixels. A model of an image 

is a function model(x; y), which computes (predicts) 

the pixel value at coordinate (x; y) of an image, 

given the values of some neighbors of pixel (x; y), 

where neighbors are pixels whose values are known. 

Typically, when processing an image in raster scan 

order (left to right, top to bottom), neighbors are 

selected from the pixels above and to the left of the 

current pixel. For example, a common set of 

neighbors used for predictive coding is the set {(x-1, 

y-1), (x, y- 1),(x+1, y-1), (x-1, y)}. Linear 

predictive coding is a simple, special case of 

predictive coding in which the model simply takes 

the difference of the neighboring values. There are 

two expected sources of compression in predictive 

coding based image compression (assuming that the 

predictive model is accurate enough). First, the 

coded image for each pixel should have a smaller 

magnitude than the corresponding pixel in the 

original image (therefore requiring fewer bits to 

transmit the coded image). Second, the coded image 

should have less entropy than the original message, 

since the model should remove many of the 

“principal components” of the image. To complete 

the compression, the quantized image is 

compressed using an entropy coding algorithm such 

as Huffman coding or arithmetic coding or 

proposed algorithm. If we transmit this compressed 

coded image then a receiver can reconstruct the 

original image by applying an analogous decoding 

procedure [10][11]. The bi-orthogonal wavelets can 

be applied not only to image compression but also 

for edge detection [12]. 
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III. RESULTS AND DISCUSSION 

 

Experiments are performed on gray level images to 

verify the proposed method. These 3images are 

represented by 8 bits/pixel and size is 512 x 512 

images used for experiments are shown in Fig.6  

 

                   
 

Fig. 6 Images (Lena, & Mandrill) 

 

The entropy (E) is defined as 

 

   ∑            

   

 

where s is the set of processed coefficients and p(e) 

is the probability of processed coefficients. By 

using entropy, number of bits required for 

compressed image is calculated and is shown in 

Table 1( for lena image) and Table 2( for Mandrill 

image). Here, n is the level of decomposition.  

 
TABLE 1 

 
 

TABLE 2 

 

    
The Reconstructed images after applying the 

compression mechanism using various wavelets is 

shown in the Fig 7 for single level decomposition 

 

                           

         
  Fig. 7 Reconstructed Images (Lena, & Mandrill) for n=1 

 

IV. CONCLUSION 
 

The proposed hybrid image compression using 

orthogonal wavelets is giving better compression 

compared to wavelet image compression. Results 

are superior with modified sym4 wavelet when 

compared with other wavelets. Better quantization 

and prediction may further improve the results. The 

Proposed hybrid algorithm gives less entropy.  
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